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What does the AI need?
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Training and housing an AI is important, but currently not carbon efficient!

Balance: 
• Energy costs
• Environmental impact
• System capabilities 

Challenge 

Choose location with green energy
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Data Sets can be accessed everywhere

Hardware materials

Choose materials that emit less 
heat 

Less energy for cooling

CO2 Metrics

Metrics of model quality and 
performance 

“You can’t solve a problem  
if you can’t measure it”

Efficient models:
production requires more energy 

Application
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